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1. Foreword

Ultra HD Technology Implementations Ultra HD Forum

This new version v3 of the Ultra HD Forum Guidelines provides a holistic view of modern media
systems, their mechanisms and workflows, and how those are impacted by the latest generation
of improvements — the “Ultra HD” technologies, those that take media beyond the limits
established at the start of this millennia, characterized in large part by the video resolutions and
the dynamic range offered for media in “high definition”, i.e., ITU-R Rec. BT.709. The Forum
considers Ultra HD to not only be any UHD media (i.e., 4K resolution, or higher), but also
HD-resolution media with enhancements such as High Dynamic Range, Wide Color Gamut, etc.
Ultra HD is a constellation of technologies that can provide significant improvements in media
quality and audience experience.

This work represents over eight years of collaborative effort. These new books would not have
been possible without the leadership of Jim DeFilippis, who represents Fraunhofer and chairs
our Guidelines Work Group with invaluable support from the co-chair, Pete Sellar of Xperi as
well as technical assistance from lan Nock of Fairmile West Consulting.

Our gratitude to all the companies listed in the Acknowledgments that have participated in this
effort over the years and specifically to Nabajeet Barman (Brightcove), Andrew Cotton (BBC),
Jean Louis Diascorn (Harmonic), Richard Doherty (Dolby), Chris Johns (Sky UK), Katy Noland
(BBC), Bill Redmann (InterDigital), Chris Seeger (Comcast/NBCUniversal), and Alessandro
Travaglini (Fraunhofer).

This document, Ultra HD Technology Implementations (Indigo Book), is one of a series of
books, referred to as the Rainbow Books, that compose the Ultra HD Forum Guidelines. If any
of these terms sound unfamiliar, follow the link below to the Black Book. If a particular standard
is of interest, links such as the one above are available to take you to the White Book, where
references are collected.
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The Rainbow Books are, in their entirety:

White Book idelines Index and Referen

Red Book Introduction to Ultra HD

Orange Book Foundational Technologies for Ultra HD
Yellow Book Beyond Foundational Technologies
Green Book Ultra HD Distribution

Blue Book Ultra HD Production and Post Production
Indigo Book Ultra HD Technology Implementations
Violet Book Real World Ultra HD

Black Book Terms and Acronyms

Updates in this new version of the Ultra HD Forum Guidelines are described on the following
page.

I hope you will enjoy reading today.
If you want to know more about Ultra HD, and join our discussions on how it can be deployed, |

invite you to join the Ultra HD Forum. You can start by visiting our website:
www.ultrahdforum.org.

Patrick Griffis, President, Ultra HD Forum
Sept 2023


https://ultrahdforum.org/wp-content/uploads/WhiteBook-Guidelines_Index_and_References_3.1.0.pdf
https://ultrahdforum.org/wp-content/uploads/RedBook-Intro_to_UltraHD_3.1.0.pdf
https://ultrahdforum.org/wp-content/uploads/OrangeBook%E2%80%93Foundational_Technologies_for_Ultra_HD_3.1.0.pdf
https://ultrahdforum.org/wp-content/uploads/YellowBook%E2%80%93Beyond_Foundational_Technologies_3.1.0.pdf
https://ultrahdforum.org/wp-content/uploads/GreenBook-Ultra_HD_Distribution_3.1.0.pdf
https://ultrahdforum.org/wp-content/uploads/GreenBook-Ultra_HD_Distribution_3.1.0.pdf
https://ultrahdforum.org/wp-content/uploads/IndigoBook-Ultra_HD_Technology_Implementations_3.1.0.pdf
https://ultrahdforum.org/wp-content/uploads/VioletBook-Real_World_Ultra_HD_3.1.0.pdf
https://ultrahdforum.org/wp-content/uploads/BlackBook-Terms_and_Acronyms_3.1.0.pdf
http://www.ultrahdforum.org/
http://www.ultrahdforum.org/
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1.1 Changes from version 3.0 to 3.1

What’s new in the Fall 2023 version of the UHDF Guidelines Indigo Book, Ultra HD Technology
Implementations (v3.0), edited by Bill Redmann.

The Ultra HD Technology Implementations, the Indigo Book, is the sixth of the series of
Rainbow Books on the Guidelines for Ultra HD. The scope and purpose of this book is to
describe in detail key Ultra HD technologies that are described in a series of monographs for
each of HDR (dynamic metadata such as Dolby Vision, Dual Layer, SL HDR 1 and 2), Next
Generation Audio (Dolby AC-4, MPEG-H, DTS UHD), Workflows (ACES, NBCU'’s single-master
production), and Distribution (ATSC 3.0, Brazil's TV2.5, and DVB T2 UHD).

While most of the information in this edition is material from the previous version of the
Guidelines (v3.0), we have added an Introduction section. Some information and references
have been updated.

Each section includes references to more detailed information contained in the companion
Rainbow Books. We’ve added a reference section to make it easier to navigate to both external
and internal references.

We hope this new format will be helpful in understanding UHD technologies as well as planning
for new or expanded Ultra HD services.

Jim DekFilippis and Pete Sellar,

Guidelines Working Group Co-Chairs, Ultra HD Forum, September 2023
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3. Notice

The Ultra HD Forum Guidelines are intended to serve the public interest by providing
recommendations and procedures that promote uniformity of product, interchangeability and
ultimately the long-term reliability of audio/video service transmission. This document shall not in
any way preclude any member or nonmember of the Ultra HD Forum from manufacturing or
selling products not conforming to such documents, nor shall the existence of such guidelines
preclude their voluntary use by those other than Ultra HD Forum members, whether used
domestically or internationally.

Ultra HD Technology Implementations Ultra HD Forum

The Ultra HD Forum assumes no obligations or liability whatsoever to any party who may adopt
the guidelines. Such an adopting party assumes all risks associated with adoption of these
guidelines and accepts full responsibility for any damage and/or claims arising from the adoption
of such guidelines.

Attention is called to the possibility that implementation of the recommendations and procedures
described in these guidelines may require the use of subject matter covered by patent rights. By
publication of these guidelines, no position is taken with respect to the existence or validity of
any patent rights in connection therewith. Ultra HD Forum shall not be responsible for identifying
patents for which a license may be required or for conducting inquiries into the legal validity or
scope of those patents that are brought to its attention.

Patent holders who believe that they hold patents which are essential to the implementation of
the recommendations and procedures described in these guidelines have been requested to
provide information about those patents and any related licensing terms and conditions.

All Rights Reserved

© Ultra HD Forum 2023
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7. Introduction

This book is a compendium of technologies, methods and implementations of Ultra HD. Some
of these are unique to a particular service or application. We have provided details of each,
based on the best information available.

The UltraHD Forum is providing this information for the benefit of the reader. The other
Guideline books may make reference to these technologies and how they may be used to
advance beyond the Foundational technologies for Ultra HD; however, the reader should not
infer that these are recommendations or endorsements by the Ultra HD Forum of any of the
included technologies, methods or implementations. We have included information on various
methods and implementations being contemplated or deployed for UHD production and
distribution.
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8. Monographs on HDR

Several technologies exist that augment the HDR capabilities achievable with just an HDR
transfer function such as PQ or HLG [5]. Each brings something different to the table and
enables different use cases. The monographs on HDR are:

e Dolby Vision (Sec 8.1) emphasizes the ability to preserve artistic intent across a wide
variety of distribution systems and consumer rendering environments, using dynamic
metadata.

e Dual Layver (SHVC) (Sec 8.2) techniques provide a robust base layer and an optional,
high-quality enhancement layer, given great bandwidth flexibility and hybrid delivery
options.

e SL-HDR 7.3.SL-HDR (Sec 8.3.) offers a live, automatic, single-stream ability to deliver
HDR productions to legacy displays in SDR, and use dynamic metadata to reconstruct
the original for HDR displays.

e SL-HDR 7.4.SL-HDR (Sec 8.4.) facilitates frame-by-frame adaptation of a PQ signal to a
receiving display’s luminance capabilities by using real-time, automatically generated
metadata.

17
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8.1. Dolby Vision

Dolby Vision is an ecosystem solution to create, distribute and render HDR content with the
ability to preserve artistic intent across a wide variety of distribution systems and consumer
rendering environments. Dolby Vision began as a purely proprietary system, first introduced for
OTT delivery. In order to make it suitable for use in Broadcasting the individual elements of the
system have been incorporated into Standards issued by bodies such as SMPTE, ITU-R, ETSI,
and ATSC, so that now Broadcast Standards can deliver the Dolby Vision experience.

Dolby Vision incorporates a number of key technologies, which are described and referenced in
this document, including an optimized EOTF or Perceptual Quantizer, (“PQ”), increased bit
depth (10 bit or 12 bit), wide color gamut, an improved color component signal format (IC;Cp),
re-shaping to optimize low-bit rate encoding, metadata for mastering display color volume
parameters, and dynamic display mapping metadata.

Key technologies that have been incorporated into Standards:

e PQ EOTF and increased bit depth: SMPTE ST 2084 [9], Recommendation ITU-R
BT.2100 [5]

Wide color gamut: Recommendation ITU-R BT.2100

IC+Cp: Recommendation ITU-R BT.2100

Mastering display metadata: SMPTE ST 2086 [10] and CTA 861-I [31]

Dynamic metadata: SMPTE ST 2094-10 [86] and CTA 861-I

MaxFall/MaxCLL: CTA 861-I

8.1.1. Dolby Vision Encoding/Decoding Overview

Figure 1 illustrates a functional block diagram of the encoding system. HDR content in PQ is
presented to the encoder. The video can undergo content analysis to create the display
management data at the encoder (typically for Live encoding) or the data can be received from
an upstream source (typically for pre-recorded content in a file-based workflow).
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Figure 1. Encoder functional block diagram

If not natively in IC;Cp signal format, it may be advantageous to convert the HDR video into
IC;Cp signal format. The video may be analyzed for reshaping and color enhancement
information. If re-shaping is being employed to improve efficiency of delivery and apparent
bit-depth, the pixel values are re-shaped (mapped by a re-shaping curve) so as to provide
higher compression efficiency as compared to standard HEVC compression performance. The
resulting reshaped HDR signal is then applied to the HEVC encoder and compressed.
Simultaneously, the various signaling elements are then set and multiplexed with the static and
dynamic display management metadata data and are inserted into the stream (using the SEI
message mechanism). This metadata enables improved rendering on displays that employ the
Dolby Vision display mapping technology.

Figure 2 illustrates the functional block diagram of the decoder. It is important to note that the
system in no way alters the HEVC decoder: An off-the-shelf, unmodified HEVC decoder is used,
thereby preserving the investment made by hardware vendors and owners.

Display Management Data

HEVC 10/12 bit HDR Image - Display Display Targeted
Demuxer Decoder Reconstruction - Management HDR Video

I ICtCp, Reshaping and Color |

Enhancement Information |

Figure 2. Decoder function block diagram
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The HDR bitstream is demuxed in order to separate the various elements in the stream. The
HDR video bitstream along with the signaling is passed to the standard HEVC decoder where
the bitstream is decoded into the sequence of baseband images. If re-shaping was employed in
encoding, the images are then restored using the reshaping function back to the original
luminance and chrominance range.

The display management data is separated during the demultiplexing step and sent to the
display management block. In the case of a display that has the full capabilities of the HDR
mastering display in luminance range and color gamut, the reconstructed video can be
displayed directly. In the case of a display that is a subset of the performance, display
management is generally necessary. The display management block may be located in the
terminal device such as in a television or mobile device or the data may be passed through a
convertor or Set-Top Box to the final display device where the function would exist.

8.1.2. Dolby Vision Cross Compatibility

Dolby Vision constrained as described in these Guidelines is based on_2094-10 [86] metadata
contained in SEI messages as described in Yellow Book Section 7.1.2 [YO1] and in ATSC A/341
[54], and when used in this method the streams are fully backwards compatible with HDR10
(assuming the underlying signal format remains YCbCr). A player receiving the stream can
simply ignore the SMPTE 2094-10 dynamic metadata contained in the SEI messages and play
the fully conforming HDR10 stream. In the case where the underlying signal format is ICtCp, the
streams are generally not cross compatible, and the delivery system would need to deliver an
alternate stream for non-Dolby Vision devices.

Note that Dolby Vision is also used in a wide variety of VOD services, and has a number of
profiles to service this market (see Dolby Vision Profiles and Levels [90]). Profiles that rely on
common underlying HDR10 streams (notably profile 8.1) can leverage the same cross stream
compatibility advantage — the same stream can play back in HDR10 devices by simply
discarding the dynamic metadata. In other profiles that are not cross compatible (notably profile
5, which is in wide use), service providers typically offer an alternate stream for non-Dolby
Vision devices.

8.1.3. Dolby Vision Color Volume Mapping (Display Management)

Dolby Vision is designed to be scalable to support display of any arbitrary color volume within
the BT.2100 standard [5], onto a display device of any color volume capability. The key is
analysis of content on a scene-by-scene basis and the generation of metadata, which defines
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parameters of the source content; this metadata is then used to guide downstream color volume
mapping based on the color volume of the target device. SMPTE ST 2094-10 [86] is the
standardized mechanism to carry this metadata.

1000 nit
709
2000 nit
P3
2 400 nit
SRG”E; 4000 nit
2020

Figure 3. Example display device color volumes

While Dolby Vision works with the Y’C’3C’ signal format model, in light of the limitations of
Y’'C’sC’g, especially at higher dynamic range, Dolby Vision also supports the use of IC;C; signal
format model as defined in BT.2100. IC;C; isolates intensity from the color difference channels
and may be a superior format in which to perform color volume mapping.

8.1.4. Dolby Vision in Broadcast

Figure 4. Example broadcast production facility components
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In a production facility, the general look and feel of the programming is established in the master
control suite. Figure 4 shows a pictorial diagram of a typical broadcast production system. While
each device in live production generally contains a monitoring display, only the main display
located at the switcher is shown for simplicity. The programming look and feel is subject to the
capabilities of the display used for creative approval — starting at the camera control unit and
extending to the master control monitor.

Figure 5 shows a block diagram of the workflow in an HDR Broadcast facility using BT.2100 [5
PQ workflow. What is important to note is that in the transition phase from SDR to HDR, there
will typically be a hybrid environment of both SDR and HDR devices and potentially a need to
support both HDR and SDR outputs simultaneously. This is illustrated in the block diagram. In
addition, because existing broadcast plants do not generally support metadata distribution
today, the solution is to generate the ST 2094-10 [86] metadata in real time in just prior to, or
inside of, the emission encoder as shown (block labeled “HPU” in brown in Figure 39). In the
case of generation at the encoder, the display management metadata can be inserted directly
into the bitstream using standardized SE| messages by the HPU. Each payload of the display
management metadata message is about 500 bits. It may be sent once per scene, per GOP, or
per frame. Note that the SEI message approach allows a production facility to utilize a common
HDR10 bitstream, where one single stream is used for both HDR10 devices (which simply
ignore the ST 2094-10 metadata) and Dolby Vision devices that correctly utilize the included
metadata.

SMPTE ST 2110-40 [47] standardizes the carriage of HDR metadata via ANC packets in both
SDI and IP interfaces. Once completed, this standard will allow the ST 2094-10 [86] dynamic
metadata to be passed via SDI and IP links and interfaces through the broadcast plant to the
encoder. This can be seen in Figure 6 where the metadata (shown in tan blocks) would go from
the camera or post production suite to the switcher/router (or an ancillary device) and then to
the encoder. Using this method allows human control of the display mapping quality and
consistency and would be useful for post-produced content such as commercials to preserve
the intended look and feel as originally produced in the color suite while for live content,
metadata could be generated in real time and passed via SDI/IP to the encoder, or generated in
the encoder itself as mentioned in transition phase above.
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8.2. Dual Layer - Scalable High-Efficiency Video Coding (SHVC)

Scalable High-Efficiency Video Coding (SHVC) is specified in Annex H of the HEVC
specification [69]. Of particular interest is the ability of SHVC to decompose an image signal into
two layers having different spatial resolutions: A Base Layer (BL), containing a lower resolution
image, and an Enhancement Layer (EL), which contributes higher resolution details. When the
enhancement layer is combined with the BL image, a higher resolution image is reconstituted.
SHVC is commonly shown to support resolution scaling of 1.5x or 2x, so for example a BL might
provide a 540p image, which may be combined with a 1080p EL. While SHVC allows an
AVC-coded BL with an HEVC-coded EL, encoding the BL at the same quality using HEVC
consumes less bandwidth.

The BL parameters are selected for use over a lower bitrate channel. The BL container, or the
channel carrying it, should provide error resiliency. Such a BL is well suited for use when an
OTT channel suffers from bandwidth constraints or network congestion, or when an DTT
receiver is mobile or is located inside of a building without an external antenna.

The EL targets devices with more reliable access and higher bandwidth, e.g., a stationary DTT
receiver, particularly one with a fixed, external antenna or one having access to a fast
broadband connection for receiving a hybrid service (ATSC 3.0 supports a hybrid mode service
delivery, see Section 5.1.6 of ATSC A/300 [51] , wherein one or more program elements may be
transported over a broadband path, as might be used for an EL). The EL may be delivered over
a less resilient channel, since if lost, the image decoded from the BL is likely to remain
available. The ability to tradeoff capacity and robustness is a significant feature of the physical
layer protocols in ATSC 3.0, as discussed in Section 4.1 of ATSC A/322 [52] and in more detail
elsewhere in that document.

To support fast channel changes, the BL may be encoded with a short GOP (e.g., 1/2 second),
allowing fast picture acquisition, whereas the EL may be encoded with a long GOP (e.g., 2-4
seconds), to improve coding efficiency.

While SHVC permits configurations, where the color gamuts and/or transfer functions of the
base and ELs are different, acquisition or loss of the EL in such configurations may result in an
undesirable change to image appearance, compromising the viewing experience. Caution is
warranted if the selection of the color gamut and transfer function is not the same for both the
base and ELs.

Thus, though SHVC supports many differences between the image characteristics of the BL and
EL, including variation in system colorimetry, transfer function, bit depth, and frame rate, for this
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document, only differences in spatial resolution and quality are supported. In addition, while
SHVC permits use of multiple ELs, only a single EL is used herein.

The combined BL and ELs should provide Foundation Ultra HD content, i.e., HDR plus WCG at
a resolution of at least 1080p, unless receipt of the EL is interrupted. The BL by itself is a lower
resolution image, which alone might not qualify as Foundation Ultra HD content. For example,
for reception on a mobile device, a 540p BL may be selected, with a 1080p EL. Both layers may
be provided in HDR plus WCG, but here, the EL is necessary to obtain sufficient resolution to
qualify as Foundation Ultra HD content.

As an alternative, the base and ELs may be provided in an SDR format, which with metadata
(see TS 103 433-1 [33]) provided in either one of the two layers is decodable as HDR plus
WCQG, yet allows non-HDR devices to provide a picture with either just the BL, or both the base
and ELs.
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Figure 7. Example dual-layer encoding and distribution

Figure 7 shows one configuration of the functional blocks for SHVC encoding, including the
routing and embedding of metadata, which might be static or dynamic, into the preferably more
robust BL bitstream. Other configurations (not shown) may embed the metadata into the EL
bitstream, which is a case for which SL-HDR1 [33] is well-suited, given that its
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error-concealment process (described in Annex F of the SL-HDR standard) means that a loss of
the less robust EL won’t have as significant an effect as it might otherwise: When switching to
the BL alone, the resulting image would lose detail, but the general HDR characteristics would
remain, though ceasing to be dynamic.

In this example, distribution is by terrestrial broadcast (DTT) where the different bitstreams are
separately modulated. Receiving stations may receive only the BL, or both the BL & EL as
appropriate. Some receivers might ignore metadata provided in either bitstream (for example,
as suggested for the BL-only receiver). As described above, for a hybrid distribution service, the
BL would be distributed via DTT as shown, while the EL would be distributed via broadband
connection. SHVC is also supported by DASH, so that when connection bandwidth is limited, a
DASH client may select only the BL, but as the connection bandwidth increases, the DASH
client may additionally select the EL. Thus, while not specifically described herein, dual layer
distribution is suitable for OTT distribution as well, both for VOD and linear programs.

8.3. SL-HDR1

As pointed out in Section 8.4, ETSI TS 103 433-1 [33] describes a method of down-conversion
to derive an SDR/BT.709 signal from an HDR/WCG signal. The process supports PQ, HLG, and
other HDR/WCG formats (see Section 6.3.2 of ITU-T H.222 [1]) and may optionally deliver
SDR/BT.2020 [3] as the down-conversion target.
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Figure 8. SL-HDR processing, distribution, reconstruction, and presentation

This ETSI specification additionally specifies a mechanism for generating an SL-HDR
information SEI message (defined in Annex A.2 of ETSI TS 103 433 [33]) to carry dynamic color
volume transform metadata created during the down-conversion process. A receiver may use
the SL-HDR information in conjunction with the SDR/BT.709 signal to reconstruct the HDR/WCG
video.
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Figure 8 represents a typical use case of SL-HDR being used for distribution of HDR content.
The down-conversion process applied to input HDR content occurs immediately before
distribution encoding and comprises an HDR decomposition step and an optional gamut
mapping step, which generates reconstruction metadata in addition to the SDR/BT.709 signal,
making this down-conversion invertible.

For distribution, the metadata is embedded in the HEVC bitstream as SL-HDR information SEI
messages, defined in ETSI TS 103 433-1, which accompany the encoded SDR/BT.709 content.
The resulting stream may be used for either primary or final distribution. In either case, the
SL-HDR metadata enables optional reconstruction of the HDR/WCG signal by downstream
recipients.

Upon receipt of an SL-HDR1 distribution, the SDR/BT.709 signal and metadata may be used by
legacy devices by using the SDR/BT.709 format for presentation of the SDR/BT.709 image and
ignoring the metadata, as illustrated by the SDR display in Figure 8 if received by a decoder that
recognizes the metadata and is connected to an HDR/WCG display, the metadata may be used
by the decoder to reconstruct the HDR/WCG image, with the reconstruction taking place as
shown by the HDR reconstruction block of Figure 8.
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Figure 9. Direct reception of SL-HDR signal by an SL-HDR1 capable television

This system addresses both integrated decoder/displays and separate decoder/displays such
as a STB connected to a display.

In the case where an SL-HDR capable television receives a signal directly, as shown in Figure 9
decoder recognizes metadata to be used to map the HDR/WCG video to an HDR format
suitable for subsequent internal image processing (e.g., overlaying graphics and/or captions)
before the images are supplied to the display panel.
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Figure 10. STB processing of SL-HDR signals for an HDR-capable television

If the same signal is received by a television without SL-HDR capability (not shown), the
metadata is ignored, an HDR/WCG picture is not reconstructed, and the set will output the

SDR/BT.709 picture [2].
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Figure 11. STB passing SL-HDR to an SL-HDR1 capable television

STBs will be used as DTT conversion boxes for televisions unable to receive appropriate DTT
signals directly, and for all television sets in other distribution models. In the case of an STB
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implementing a decoder separate from the display, where the decoder is able to apply the
SL-HDR metadata, as shown in Eigure 10, then the STB may query the interface with the
display device (e.g., via HDMI 2.0a or higher, using the signaling described in ETSI TS 103
433-1 [33]) to determine whether the display is HDR-capable, and if so, may use the metadata
to reconstruct, in an appropriate gamut, the HDR image to be passed to the display. If graphics
are to be overlaid by the STB (e.g. captions, user interface menus or an EPG), the STB
overlays graphics after the HDR reconstruction, such that the graphics are overlaid in the same
mode that is being provided to the display.

A similar strategy, that is, reconstructing the HDR/WCG video before image manipulations such
as graphics overlays, is recommended for use in professional environments and is discussed
below in conjunction with Eigure 13.
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Figure 12. Multiple SL-HDR channels received and composited in SDR by an STB

If, as in Eigure 11, an STB is not capable of using the SL-HDR information messages to
reconstruct the HDR/WCG video, but the display has indicated (here, via HDMI 2.1 or higher)
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that such information would be meaningful, then the STB may pass the SL-HDR information to
the display in conjunction with the SDR video, enabling the television to reconstruct the
HDR/WCG image.

In this scenario, if the STB were to first overlay SDR graphics (e.g., captions, user interface or
EPG) before passing the SDR video along to the display, the STB has two options, illustrated as
the “metadata switch” in Figure 11. The first option is to retain the original SL-HDR information,
which is dynamic. The second option is to revert to default values for the metadata as
prescribed in Annex F of [33]. Either choice allows the display to maintain the same interface
mode and does not induce a restart of the television’s display processing pipeline, thereby not
interrupting the user experience. The former choice, the dynamic metadata, may in rare cases
produce a “breathing” effect that influences the appearance of only the STB-provided graphics.
Television-supplied graphics are unaffected. Switching to the specified default values mitigates
the breathing effect, yet allows the SL-HDR capable television to properly adapt the
reconstructed HDR/WCG image to its display panel capabilities

Another use for the default values appears when multiple video sources are composited in an
STB for multi-channel display, as when a user selects multiple sports or news channels that all
play simultaneously (though typically with audio only from one). This requires that multiple
channels are received and decoded individually, but then composited into a single image,
perhaps with graphics added, as seen in Figure 12 In such a case, none of the SL-HDR
metadata provided by one incoming video stream is likely to apply to the other sources, so the
default values for the metadata is an appropriate choice. If the STB is SL-HDR1 capable, then
each of the channels could be individually reconstructed with the corresponding metadata to a
common HDR format, with the compositing taking place in HDR and the resulting image being
passed to the television with metadata already consumed.

Where neither the STB nor the display recognize the SL-HDR information messages, the
decoder decodes the SDR/BT.709 image, which is then presented by the display. Thus, in any
case, the SDR/BT.709 image may be presented if the metadata does not reach the decoder or
cannot be interpreted for any reason. This offers particular advantages during the transition to
widespread HDR deployment.

Figure 8 shows HDR decomposition and encoding taking place in the broadcast facility
immediately before emission. A significant benefit to this workflow is that there is no requirement
for metadata to be transported throughout the broadcast facility when using the SL-HDR
technique. For such facilities, the HDR decomposition is preferably integrated into the encoder
fed by the HDR signal but, in the alternative, the HDR decomposition may be performed by a
pre-processor from which the resulting SDR video is passed to an encoder that also accepts the
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SL-HDR information, carried for example as a message in SDI vertical ancillary data (as
described in [86]) of the SDR video signal, for incorporation into the bitstream. Handling of such
signals as contribution feeds to downstream affiliates and MVPDs is discussed below in

conjunction with Eigure 13 and Eigure 14.

Where valuable to support the needs of a particular workflow, a different approach may be
taken, in which the HDR decomposition takes place earlier and relies on the SDR video signal
and metadata being carried within the broadcast facility. In this workflow, the SDR signal is
usable by legacy monitors and multi-viewers, even if the metadata is not. As components within
the broadcast facility are upgraded over time, each may utilize the metadata when and as
needed to reconstruct the HDR signal. Once the entire facility has transitioned to being HDR
capable, the decomposition and metadata are no longer needed until the point of emission,
though an HDR-based broadcast facility may want to keep an SL-HDR down-converter at
various points to produce an SDR version of their feed for production QA purposes.

An SL-HDR-based emission may be used as a contribution feed to downstream affiliate
stations. This has the advantage of supporting with a single backhaul those affiliates ready to
accept HDR signals and those affiliates that have not yet transitioned to HDR and still require
SDR for a contribution feed. This is also an advantage for MVPDs receiving an HDR signal but
providing an SDR service.
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Figure 13. SL-HDR as a contribution feed to an HDR facility

The workflow for an HDR-ready affiliate receiving an SDR video with SL-HDR metadata as a
contribution feed is shown in Eigure 13.The decoding block and the HDR reconstruction block
resemble the like-named blocks in Figure 8, with one potential exception: In Figure 13, the
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inverse gamut mapping block should use the invertible gamut mapping described in Annex D of
TS 103 433-1[33] as this provides a visually lossless round-trip conversion.

In HDR-based production and distribution facilities, such as shown in the example of Figure 13,
facility operations should rely as much as possible on a single HDR format. In the example
facility shown, production and distribution does not rely on metadata being transported through
the facility, as supported by such HDR formats as PQ10, HLG, Slog3, and others. Where
metadata may be carried through equipment and between systems, e.g., the switcher, HDR
formats requiring metadata, such as HDR10, may be used.
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Figure 14. SL-HDR as a contribution feed to an SDR facility
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In an HDR-based facility, the output HDR is complete immediately prior to the emission encode.
As shown in Eigure 8, this HDR signal is passed through the HDR decomposition and encode
processes. With this architecture, a distribution facility has available the signals to distribute to
an HDR-only channel using the Input HDR (though this may exhibit black screens for
non-HDR-compatible consumer equipment), an SDR-only channel by encoding the SDR signal,
but no metadata (upon which no equipment may take advantage of the HDR production), and a
channel that carries SDR video with SL-HDR metadata, which may address consumer
equipment of either type with no black screens.

Figure 14 shows an SDR-based affiliate receiving an SL-HDR encoded contribution feed. Upon
decode, only SDR video is produced, while the SL-HDR information carried in the contribution
feed is discarded. This facility implements no HDR reconstruction and all customers
downstream of this affiliate will receive the signal as SDR video with no SL-HDR information.
This mode of operation is considered suitable for those downstream affiliates or markets that will
be late to convert to HDR operation.

In the case of an MVPD, distribution as SDR with SL-HDR information for HDR reconstruction is
particularly well suited, because the HDR decomposition process shown in Figure 8 and
detailed in Annex C of ETSI TS 103 433-1 [33] is expected to be performed by professional
equipment not subject to the computational constraints of consumer premises equipment.
Professional equipment is more likely to receive updates, improvements, and may be more
easily upgraded, whereas STBs on customer premises may not be upgradeable and therefore
may remain fixed for the life of their installation. Further, performance of such a
down-conversion before distribution more consistently provides a quality presentation at the
customer end. The HDR reconstruction process of Figure 8, by contrast, is considerably lighter
weight computationally, and as such well suited to consumer premises equipment, and widely
available for inclusion in hardware.
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8.4. SL-HDR2

SL-HDR2 is an automatically generated dynamic color volume transform metadata for
HDR/WCG content that may be provided with a PQ signal to facilitate adaptation by a consumer
electronic device of an HDR/WCG content to a presentation display having a different peak
luminance than the display on which the content was originally mastered.

Generation and application of SL-HDR2 metadata is specified in ETSI TS 103 433-2 [34].
Typically, SL-HDR2 metadata is generated immediately prior to, or as a part of, distribution
encoding, as shown in Figure 15, but SL-HDR2 metadata can also be generated upstream of
the distribution encoder, e.g., as an encoding pre-process, and carried to the encoder as ST
2108-1 ANC messages [48] via SDI, or via IP using ST 2110-40 [47], or stored in file-based
production infrastructures.

SL-HDR2 metadata may be carried on CE digital interfaces (e.g., HDMI) having dynamic
metadata support as described in Annex G of ETSI TS 103 433-2 [34] and is optionally applied
by consumer electronic devices before or as the content is displayed.

The SL-HDR information SEI message used to carry SL-HDR2 metadata is as specified in ETSI
TS 103 433-1 (in Annex A.2 of [33]), but with the constraints specified in ETSI TS 103 433-2.

Figure 15 represents a typical use case of SL-HDR2 being used for distribution of HDR content.
The input HDR content is analyzed to produce the SL-HDR2 metadata and is then converted to
PQ format.

For distribution, the metadata is embedded in the HEVC bitstream as SL-HDR information SEI
messages, defined in ETSI TS 103 433-1], which accompany the PQ encoded HDR/WCG
content. The resulting stream may be used for either primary or final distribution. Whereas the
SDR signal resulting from the down-conversion was the signal distributed with SL-HDR1, with
SL-HDR? it is the master PQ signal that is distributed. As a result, a legacy HDR display can
receive the PQ signal and operate successfully without reference to the SL-HDR2 metadata.
However, when recognized, the SL-HDR2 metadata enables an optional adaptation, by
downstream recipients, of the HDR/WCG content for a particular presentation display.
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Figure 15. SL-HDR2 processing, distribution, reconstruction, for HDR presentation

Upon receipt of an SL-HDR distribution, the HDR/WCG signal and metadata may be used by
legacy HDR devices by using the PQ format for presentation of the image and ignoring the
metadata, as illustrated by the legacy HDR display in Eigure 15 but if received by a decoder that
recognizes the metadata, the metadata may be used by the decoder to reconstruct the image
as appropriate for the peak brightness and transfer function of the presentation display to which
it is connected, with the reconstruction taking place as shown by the HDR to HDR and HDR to
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SDR reconstruction blocks in Figure 15 and Figure 16, respectively. An optional Gamut Mapping
may be used during the reconstruction process if the presentation display is only able to support
BT.709 images.
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Figure 16. SL-HDR2 processing, distribution, reconstruction, and SDR presentation

The capability of this presentation display adaptation extends all the way to a downstream
recipient having an SDR display, as shown in Figure 16 where the processing block labeled
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HDR to SDR Reconstruction can also be used when redistributing or retransmitting to a legacy
SDR network.

The HDR to HDR Reconstruction process of Figure 15, and HDR to SDR Reconstruction
process of Eigure 14 are considerably lighter weight computationally than is the HDR
Decomposition process, and as such is well suited to consumer premises equipment, and
widely available for inclusion in consumer electronic hardware, both in STBs and displays.

This system addresses both integrated decoder/displays and separate decoder/displays such
as a STB connected to a display.

In the case where an SL-HDR capable television receives a signal directly, as shown in Figure
17, the decoder recognizes metadata to be used to map the HDR/WCG video to an HDR format
suitable for subsequent internal image processing (e.g., overlaying graphics and/or captions)
before the images are supplied to the display panel.

If the same signal is received by a television without SL-HDR capability (not shown), the
metadata is ignored, an HDR/WCG picture is not reconstructed, and the set will output the PQ
picture.
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Figure 17. Direct reception of SL-HDR signal by an SL-HDR2 capable television

STBs will be used as DTT conversion boxes for televisions unable to receive appropriate DTT
signals directly, and for all television sets in other distribution models. In the case of an STB
implementing a decoder separate from the display, where the decoder is able to apply the
SL-HDR metadata, as shown in Figure 18, then the STB may query the interface with the
display device (e.g., via HDMI 2.0a or higher, using the signaling described in CTA 861-1 [31]) to
determine the display capabilities (HDR and corresponding peak luminance or SDR, gamut
capabilities) that will serve in conjunction with the metadata to reconstruct, in an appropriate
gamut and with an appropriate peak luminance, the HDR or SDR image to be passed to the
display. If graphics are to be overlaid by the STB (e.g. captions, user interface menus or an
EPG), the STB overlays graphics after the HDR reconstruction, such that the graphics are
overlaid in the same mode that is being provided to the display.
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Figure 18. STB processing of SL-HDR signals for an HDR-capable television

A similar strategy, that is, reconstructing the HDR/WCG video before image manipulations such
as graphics overlays, is recommended for use in professional environments and is discussed
below in conjunction with Figure 21.
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If, as in Figure 19, an STB is not capable of using the SL-HDR2 information messages to
implement display adaptation of the PQ video, but the display has indicated (here, via HDMI 2.1
or higher, signaled as in_.CTA 861-I [31]) that such information would be meaningful, then the
STB may pass the SL-HDR information to the display in conjunction with the PQ video, enabling
the television to reconstruct the HDR/WCG image.
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Figure 19. STB passing SL-HDR to an SL-HDR2 capable television

In this scenario, if the STB were to first overlay HDR graphics (e.g., captions, user interface or
EPG) before passing the HDR video along to the display, the STB has two options, illustrated as
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the “metadata switch” in Figure 19, The first option is to retain the original SL-HDR information,
which is dynamic. The second option is to revert to default values for the metadata as
prescribed in Annex F of ETSI TS 103 433-2 [34]. Either choice allows the display to maintain
the same interface mode and does not induce a restart of the television’s display processing
pipeline, thereby not interrupting the user experience. The former choice, the dynamic
metadata, may in rare cases produce a “breathing” effect that influences the appearance of only
the STB-provided graphics. Television-supplied graphics are unaffected. Switching to the
specified default values mitigates the breathing effect, yet allows the SL-HDR capable television
to properly adapt the reconstructed HDR/WCG image to its display panel capabilities

48



Ultra HD Forum

Ultra HD Technology Implementations

Multi-image
Composition

Encoding(e.g.,
HEVC Main 10)

Receiver &
Decoding

User Interface
Graphics Overlay
(inPQ)

metadata
switch

Input Switch

-

HDR-capable
SL-HDR2-capable
Television

HDR to HDR Conversion to
HDR format (e.g.,
PQ, HLG, native)

Gamut

signal .
mapping

reconstruction

User Interface
Graphics Overlay
(in HDR)

Conversion to
Panel format

(if needed)

J

Figure 20. Multiple SL-HDR channels received and composited in HDR by an STB

Another use for the default values appears when multiple video sources are composited in an
STB for multi-channel display, as when a user selects a multiplex of sports or news channels

49



Ultra HD Technology Implementations Ultra HD Forum

that all play simultaneously (though typically with audio only from one). This requires that
multiple channels are received and decoded individually, but then composited into a single
image, perhaps with graphics added, as seen in Figure 20. In such a case, none of the SL-HDR
metadata provided by one incoming video stream is likely to apply to the other sources, so the
default values for the metadata is an appropriate choice. If the STB is SL-HDR2 capable, then
each of the channels could be individually reconstructed with the corresponding metadata to a
display-appropriate, common format (whether HDR or even SDR), with the compositing taking
place in the common format and the resulting composite image being passed to the television
with metadata already consumed.

Where neither the STB nor the display recognize the SL-HDR information messages, the
decoder decodes the PQ image, which is then presented by the display. Thus, in any case, the
HDR image may be presented even if the metadata does not reach the decoder or cannot be
interpreted for any reason.

Figure 15 shows HDR formatting and encoding taking place in the broadcast facility immediately
before emission. A significant benefit to this workflow is that there is no requirement for
metadata to be transported throughout the broadcast facility when using the SL-HDR technique.
For such facilities, the HDR formatting is preferably integrated into the encoder fed by the HDR
signal but, in the alternative, the HDR formatting may be performed by a preprocessor from
which the resulting PQ video is passed to an encoder that also accepts the SL-HDR information,
carried for example as a message in SDI vertical ancillary data (as described in SMPTE ST
2108 [48]) of the HDR video signal, for incorporation into the bitstream. Handling of such signals
as contribution feeds to downstream affiliates and MVPDs is discussed below in conjunction
with Figure 21 and Figure 22.

Where valuable to support the needs of a particular workflow, a different approach may be
taken, in which the HDR formatting takes place earlier and relies on the HDR video signal and
metadata being carried within the broadcast facility. In this workflow, the HDR signal is usable by
HDR monitors and multi-viewers, even if the metadata is not. As components within the
broadcast facility are upgraded over time, each may utilize the metadata when and as needed
for adaptation of the HDR signal. Note that an HDR-based broadcast facility may still want to
keep an SL-HDR down-converter at various points to produce an SDR version of their feed for
production QA purposes.

An SL-HDR-based emission may be used as a contribution feed to downstream affiliate
stations. This has the advantage of supporting with a single backhaul those affiliates ready to
accept HDR signals and those affiliates that have not yet transitioned to HDR and still require
SDR for a contribution feed. This is also an advantage for MVPDs receiving an HDR signal but

50



Ultra HD Forum Ultra HD Technology Implementations

providing an SDR service. Similarly, the distribution may be a down-converted HDR version
(e.g., 1000 cd/m?while the original stream is 4000 cd/m?) as the distributor may know the
display capabilities of the client base or their equipment (STB) or may have low confidence in
unaided down-conversion processes in consumer equipment.

The workflow for an HDR-ready affiliate receiving an HDR video with SL-HDR metadata as a
contribution feed is shown in Figure 21.

In HDR-based production and distribution facilities, such as shown in the example of Figure 21,
facility operations should rely as much as possible on a single HDR format. In the example
facility shown, production and distribution does not rely on metadata being transported through
the facility, as supported by such HDR formats as PQ10, HLG, Slog3, and others. Accordingly,
the SL-HDR metadata carried in the Input HDR signal can be discarded. Alternatively, where
metadata may be carried through equipment and between systems, e.g., the switcher, HDR
formats requiring metadata, such as HDR10, may be used.
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Figure 21. SL-HDR as a contribution feed to an HDR facility

In an HDR-based facility, the output HDR is complete immediately prior to the emission encode.
As shown in Eigure 15, this HDR signal (shown there as the “Input HDR”) is passed through the
HDR formatting and encode processes. With this architecture, a distribution facility has available
the signals to distribute to a channel that carries HDR video as PQ with SL-HDR metadata.

Figure 22 shows an SDR-based affiliate receiving an SL-HDR encoded contribution feed. Upon
decode, only HDR video is available, though with the SL-HDR information carried in the
contribution feed the SDR Reconstruction process will produce the SDR video. This mode of
operation is considered suitable for those downstream affiliates or markets that will be late to
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convert to HDR operation. The decoding block and the HDR to SDR Reconstruction block
resemble the like-named blocks in Figure 16, with one potential exception: In Figure 22, the
Gamut mapping block should use the forward gamut mapping described in Annex D of TS 103

433-1 [33].

In the case of distributions to an MVPD, distribution as HDR with SL-HDR information for HDR
to SDR Reconstruction is well suited, because the HDR decomposition process shown in Figure
15 and detailed in Annex C of SMPTE ST 2094-1 [86] is performed only once, by professional
equipment, and is not subject to variation in preferences that might be set on the receiving
equipment. This can be used to ensure a consistent presentation to all affiliates receiving the
contribution. Further, performance of such a down-conversion more consistently provides a
quality presentation to the SDR customers.
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9. Monographs on NGA

Complementing the visual enhancements that Ultra HD will bring to consumers,
Next-Generation Audio (NGA) provides compelling new audio experiences. For an overview of
NGA experiences and use cases, see the Yellow Book section 7.2 [Y02] on NGA. The
monographs presented here detail each of three major NGA systems:

e Dolby AC (Section 9.1) is an audio system designed to address the current and future
needs of next-generation video and audio entertainment services, including broadcast
and Internet streaming.

e DTS-UHD (Section 9.2) is primarily designed to support audio objects that can represent
a channel-based presentation, an Ambisonic sound field or audio objects used in
Object-based Audio (OBA)

e MPEG-H Audio (Section 9.3) offers its object-based concept for delivering separate
audio elements with metadata within one audio stream to enable personalization and
universal delivery.
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9.1. Dolby AC-4

AC-4 is an audio system from Dolby Laboratories, which brings a number of features beyond
those already delivered by the previous generations of audio technologies, including Dolby
Digital® (AC-3) and Dolby Digital Plus (EAC-3). Dolby AC-4 is designed to address the current
and future needs of next-generation video and audio entertainment services, including
broadcast and Internet streaming.

The core elements of Dolby AC-4 have been standardized with the European
Telecommunications Standards Institute (ETSI) as TS 103 190 [65] and adopted by Digital
Video Broadcasting (DVB) in TS 101 154 [63] and are ready for implementation in next
generation services and specifications. AC-4 is one of the audio systems standardized for use in
ATSC 3.0 Systems [56]. AC-4 is specified in the ATSC 3.0 next-generation broadcast standard
(A/342 [55]) and has been selected for use in North America (U.S., Canada and Mexico) as
described in A/300 [51].

Furthermore, Dolby AC-4 enables experiences by fully supporting Object-based Audio (OBA),
creating significant opportunities to enhance the audio experience, including immersive audio
and advanced personalization of the user experience. As shown in Figure 23, AC-4 can carry
conventional Channel-based soundtracks as well as Object-based mixes. Whatever the source
type, the decoder renders and optimizes the soundtrack to suit the playback device.

Potential Audio Inputs Available Audio Outputs

Mono/Stereo
Mix

2.0/5.1/7.1 Channel
PCM for Speakers
of HDMI

S.1lor7.1

Surround Mix AC-4 _ .
Dolby AC-4 Bitstream Dolby AC-4 Virtualized Surround
Encoder T PCM Stereo for
7.1.4 Mix Broadcast Headphones
(w/ height Streaming

channels) Physical Media

Object-based Audio
Stream for
Home Theater

Objects-based
Mix

Figure 23. AC-4 Audio system chain
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The AC-4 bitstream can carry Channel-based Audio, audio objects, or a combination of the two.
The AC-4 decoder combines these audio elements as required to output the most appropriate
signals for the consumer—for example, stereo pulse-code modulation (PCM) for speakers or
headphones or stereo/5.1 PCM over HDMI. When the decoder is feeding a device with an
advanced AC-4 renderer—for example, a set-top box feeding a Dolby Atmos® A/V receiver
(AVR) in a home theater—the decoded audio objects can be sent to the AVR to perform
sophisticated rendering optimized for the listening configuration.

Key features of the AC-4 audio system include:

1.

Core vs. Full Decode and the concept of flexible Input and Output Stages in the
decoder: The syntax and tools are defined in a manner that supports decoder
complexity scalability. These aspects of the AC-4 coding system ensure that all
devices, across multiple device categories, can decode and render the audio
cost-effectively. It is important to note that the core decode mode does not discard
any audio from the full decode but optimizes complexity for lower spatial resolution
such as for stereo or 5.1 playback.

Sampling Rate Scalable Decoding: For high sampling rates (i.e., 96 kHz and 192
kHz), the decoder is able to decode just the 48kHz portion of the signal, providing
decoded audio at a 48kHz sample rate without having to decode the full bandwidth
audio track and downsampling. This reduces the complexity burden of having to
decode the high sampling rate portion.

Bitstream Splicing: The AC-4 system is further designed to handle splices in
bitstreams without audible glitches at splice boundaries, both for splices occurring at
an expected point in a stream (controlled splice; for example, on program
boundaries), as well as for splices occurring in a non-predictable manner (random
splice; for example when switching channels).

Support for Separated Elements: The AC-4 system offers increased efficiency not
only from the traditional bits/channel perspective, but also by allowing for the
separation of elements in the delivered audio. As such, use cases like multiple
language delivery can be efficiently supported, by combining an M&E (Music and
Effects) with different dialog tracks, as opposed to sending several complete mixes in
parallel.

Video Frame Synchronous Coding: AC-4 supports a feature of video frame
synchronous operation. This simplifies downstream splices, such as ad insertions, by
using simple frame synchronization instead of, for example, decoding/re-encoding.
The supported video frame synchronous frame rates are: 24 Hz, 30 Hz, 48 Hz, 60
Hz, 120 Hz, and 1000/1001 multiplied by those, as well as 25 Hz, 50 Hz, and 100
Hz.
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AC-4 also supports seamless switching of frame rates which are multiples of a
common base frame rate. For example, a decoder can switch seamlessly from 25 Hz
to 50 Hz or 100 Hz. A video random access point (e.g., an I-frame) is not needed at
the switching point in order to utilize this feature of AC-4.

6. Dialog Enhancement: One important feature of AC-4 is Dialog Enhancement (DE)
that enables the consumer/user to adjust the relative level of the dialogue to their
preference. The amount of enhancement can be chosen on the playback side, while
the maximum allowed amount can be controlled by the content producer.

Dialogue Enhancement (DE) is an end-to-end feature, and the relevant bitrate of the
DE metadata scales with the flexibility of the main audio information, from very
efficient parametric DE modes up to modes where dialogue is transmitted in a
self-contained manner, part of a so-called Music & Effects plus Dialog (M&E+D)
presentation. Table 1 demonstrates DE modes and corresponding metadata
information bitrates when dialogue is active, and the long-term average bitrate when
dialog is active in only 50% of the frames.

Table 1. DE modes and metadata bitrates

DE mode Typical bitrate during | Typical bitrate
active dialog across a program
[kb/s] (assumes 50%
dialog) [kb/s]
Parametric 0.75-25 04-13
Hybrid 8-12 4.7 -6.7
M&E+D 24 — 64 13 —33

9.1.1. Dynamic Range Control (DRC) and Loudness

Loudness management in AC-4 includes a novel end-to-end signaling framework along with a
real-time adaptive loudness processing mechanism that provides the service provider with an
intelligent and automated system that ensures the highest quality audio while remaining
compliant with regulations anywhere in the world. Compliant programming delivered to an AC-4
encoder with valid metadata will be encoded, preserving the original intent and compliance (see
Figure 24). If the metadata is missing or the source cannot be authenticated, the system
switches to an “auto pilot” mode, running a real-time loudness leveler (RTLL) to generate an
ITU-R loudness-compliant gain offset value for transmission in the AC-4 bitstream. That gain
offset value is automatically applied in the playback system. When compliant programming
returns, the RTLL process is inaudibly bypassed. AC-4 is also designed to ensure that loudness
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compliance is maintained when several substreams are combined into a single presentation
(see section Ill) upon decoding, e.g. M&E+D, or Main+Associated presentations.

The AC-4 system carries one or more dynamic range compression profiles (DRC), plus
loudness information to the decoder. In addition to standard profiles, custom profiles can also be
created for any type of playback device or content. This approach minimizes bitstream overhead
compared to legacy codecs while supporting a more typical and desirable multiband DRC
system that can be applied to the final rendered audio.
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& K N Audio
—| AC-4 AC-4
Content | > ] >
| »| audio audio | DRC >
creator - >
| »| encoder decoder -
f— AC-4 T T
ik bitstream De- P
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Figure 24. AC-4 DRC generation and application

A flexible DRC solution is essential to serve the wide range of playback devices and playback
environments, from high-end Audio Video Receiver (AVR) systems and flat-panel TVs in living
rooms to tablets, phones and headphones on-the-go. The AC-4 system defines four
independent DRC decoder operating modes that correspond to specific Target Reference
Loudness, as shown in Table 2.

Table 2. Common target reference loudness for different devices

DRC Decoder mode Target Reference
Loudness [dBs]

Home Theater -31..-27

Flat panel TV -26..-17

Portable — Speakers -16..0

Portable — Headphones -16..0
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9.1.2. Hybrid Delivery

AC-4 is designed to support hybrid delivery where, e.g. audio description or an additional
language is delivered over a broadband connection, while the rest of the AC-4 stream is
delivered as a broadcast stream.

The flexibility of the AC-4 syntax allows for easy signaling, delivery and mixing upon playback of
audio substreams, which allows for splitting the delivery/transmission across multiple delivery
paths. At the receiver side the timing information needed to combine the streams can be
obtained from the AC-4 bitstream. In cases where DASH is used in both the broadcast and
broadband transport, this information could be obtained from the transport layer.

9.1.3. Backward Compatibility

Dolby Atmos audio programs can be encoded using the AC-4 [65] codec or the E-AC-3+JOC
[35] codec. When Atmos is used with E-AC-3+JOC streams, backward compatibility is provided
for existing non-Atmos E-AC-3 [29] decoders. See Section 11.5 of the Violet Book [V01] for
details. Backward compatibility is achieved in a different way: an AC-4 decoder (e.g., an ATSC
3.0 television or an advanced AVR) can provide a multichannel PCM audio (plus metadata)
downmix which is delivered over HDMI and correctly interpreted by current Atmos-enabled
devices (e.g., a soundbar) to produce a full Dolby Atmos immersive experience. If the
destination renderer only supports stereo or 5.1 channel audio, it will correctly provide a
downmix to those legacy formats.

9.1.4. Next Generation Audio Metadata and Rendering

There are several metadata categories necessary to describe different aspects of next
generation audio within AC-4:

e Immersive program metadata — informs Object-based Audio rendering and includes
parameters such as position and speaker-dependencies
e Personalized program metadata — specifies audio presentations and defines the
relationships between audio elements
e Essential Metadata Required for Next-Generation Broadcast:
o Intelligent Loudness Metadata — metadata to signal compliance with regional
regulations, dialogue loudness, relative-gated loudness, loudness correction
type, etc.

60



Ultra HD Forum Ultra HD Technology Implementations

o Program Synchronization — metadata to allow other sources/streams to be
synchronized with the primary (emitted) presentation with frame-based
accuracy.

o Legacy Metadata — traditional metadata including dialnorm, DRC,
downmixing for Channel-based Audio, etc.

In the following three sections overview of the above three main metadata types are given.

9.1.5. Overview of Immersive Program Metadata and rendering

9.1.5.1. Object-based Audio Rendering

Object audio renderers also include control over the perceived object size (see “object width”
metadata parameter in Section 9.1.7.3.), which provides mixers with the ability to create the

impression of a spatially extended source, which can be controlled within the same frame of

reference (see Figure 25).
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ﬁ
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Figure 25. Object-based audio renderer

An audio object rendering engine is required to support Object-based Audio for immersive and
personalized audio experiences. An audio renderer converts a set of audio signals with
associated metadata to a different configuration of audio signals, e.g., speaker feeds, based on
that metadata AND a set of control inputs derived from the rendering environment and/or user
preference.
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At the core of rendering are pan and spread operators, each executing a panning algorithm (see
Figure 25) responsive to an audio object’s coordinates (x,y,z). Most panning algorithms currently
used in Object-based Audio production attempt to recreate audio cues during playback via
amplitude panning techniques where a gain vector G[1..n] is computed and assigned to the
source signal for each of the n loudspeakers. The object audio signal s(t) is therefore
reproduced by each loudspeaker i as Gj(x,y,z) x s(t) in order to recreate suitable localization
cues as indicated by the object (x,y,z) coordinates and spread information as expressed in the
metadata. There are multiple panning algorithms available to implement Gi(x,y,z).
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The design of panning algorithms ultimately must balance tradeoffs among timbral fidelity,
spatial accuracy, smoothness and sensitivity to listener placement in the listening environment,
all of which can affect how an object at a given position in space will be perceived by listeners.
For instance, Figure 26 illustrates how different speakers may be utilized among various
rendering (panning) algorithms to place an object’s perceived position in the playback
environment.

Directional pairwise panning (DIR) (see Eigure 26-A) is a commonly used strategy that solely
relies on the directional vector from a reference position (generally the sweet spot or center of
the room) to the desired object’s position. The pair of speakers ‘bracketing’ the relevant
directional vector is used to place (render) that object’s position in space during playback. A
well-documented extension of directional pairwise panning to support 3D loudspeaker layouts is
vector-based amplitude panning which uses triplets of speakers. As this approach only utilizes
the direction of the source relative to a reference position, it cannot differentiate between object
sources at different positions along the same direction vector. It can also introduce instabilities
as objects are panned near the center of the room. Moreover, some 3D implementations may
constrain the rendered objects to the surface of a unit sphere and thus would not necessarily
allow an object to cross inside the room without going ‘up and over’. DIR can cause sharp
speaker transitions as objects approach the center of the room with the result that rendering
whips around from one side of a room to the opposite, momentarily tagging all the speakers in
between.

The balanced-based (DB) panning algorithm, also known as “dual-balanced” is the most
common approach used in 5.1/7.1-channel surround productions today (Figure 26-B). This
approach utilizes left/right and front/back pan pot controls widely used for surround panning. As
a result, dual-balance panning generally operates on the set of four speakers bracketing the
desired 2D object position.
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A. Directional Pairwise Panner (DIR)

B. Balanced-based Panner (DB)

C. Distance-based Panner (DIST)

Figure 26. Common panning algorithms

Extending to three-dimensions (e.g., when utilizing a vertical layer of speakers above the
listener) yields a “triple-balance” panner. It generates three sets of one-dimensional gains
corresponding to left/right, front/back and top/bottom balance values. These values can then be
multiplied to obtain the final loudspeaker gains:

Gi(x,y,z) = Gx_i(x) x Gy _i(y) x Gz_i(z)

This approach is fully continuous for objects panned across the room in either 2D or 3D and
makes it easier to precisely control how and when speakers on the base or elevation layer are

to be used.
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In contrast to the directional and balance-based approaches, distance-based panning (DIST)
(Eigure 26-C) uses the relative distance from the desired 2D or 3D object location to each
speaker in use to determine the panning gains. Thus, this approach generally utilizes all the
available speakers in use rather than a limited subset, which leads to smoother object pans but
with the tradeoff of being prone to timbral artifacts, which can make the sound seem unnatural.
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One aspect that both ‘dual balance’ and ‘distance-based’ panning share is the inherent smooth
object pans in the sense that a small variation in an object’s position will translate to a small
change in loudspeaker gains.

The spread information (as defined by the ObjectWidth metadata) can be used to modify any of
the panning algorithms, increasing the virtual ‘size’ of the object, modifying the signal strength at
each speaker appropriately. That is, in the pairwise approach or balanced-based panning
approaches, the spread operator modifies the signal strength of the more distant speakers
providing a virtual sense of object width. In the distance-based panning approach (DIST), the
actual object itself is sized as if it had the specified ObjectWidth. Speakers on each side of the
virtual object would have their strength adjusted to represent the location and the size/spread of
the virtual object.

The choice of mode and related trade-offs are up to the content creator.

9.1.5.2. Rendering-control metadata

As stated earlier, Object-based (immersive) Audio rendering algorithms essentially map a
monophonic audio Object-based signal to a set of loudspeakers (based on the associated
positional metadata) to generate the perception of an auditory event at an intended location in
space.

While the use of a consistent core audio rendering algorithm is desirable, it cannot be assumed
that a given rendering algorithm will always deliver consistent and aesthetically pleasing results
across different playback environments. For instance, today the production community
commonly remixes the same soundtrack for different Channel-based formats in use worldwide,
such as 7.1/5.1 or stereo, to achieve their desired artistic goals for each format. With potentially
over one hundred audio tracks competing for audibility, maintaining the discreteness of the mix
and finding a place for all the key elements is a challenge that all theatrical/TV mixers face.
Achieving success often requires mixing rules that are deliberately inconsistent with a physical
model or a direct re-rendering across different speaker configurations.
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To achieve this, AC-4 employs additional metadata to dynamically reconfigure the object
renderer to “mask out” certain speaker zones during playback of a particular audio object. This
is shown as the zone mask metadata in Figure 25. This guarantees that no loudspeaker
belonging to the masked zones will be used for rendering the applicable object. Typical zone
masks used in production today include: no sides, no back, screen only, room only and
elevation on/off.

The main application of speaker zone mask metadata is to help the mixer achieve a precise
control of which speakers are used to render each object in order to achieve the desired
perceptual effect. For instance, the no sides mask guarantees that no speaker on the side wall
of the room will be used. This creates more stable screen-to-back fly-throughs. If the side
speakers are used to render such trajectories, they will become audible for the seats nearest to
the side walls and these seats will perceive a distorted trajectory “sliding” along the walls rather
than crossing the center of the room.

Another key application of zone masks is to fine tune how overhead objects must be rendered in
a situation where no ceiling speakers are available. Depending on the object and whether it is
directly tied to an on-screen element, a mixer can choose, e.g., to use the screen only or room
only mask to render this object, in which case it will be rendered only using screen speakers or
using surround speakers, respectively, when no overhead speakers are present. Overhead
music objects, for instance, are often authored with a screen only mask.

Speaker zone masks also provide an effective means to further control which speakers can be
used as part of the process to optimize the discreteness of the mix. For instance, a wide object
can be rendered only in the 2D plane by using the elevation off mask. To avoid adding more
energy to screen channels, which could compromise dialogue intelligibility, the room only mask
can be used.

Another useful aesthetic control parameter is the snap-to-speaker mode represented by snap
mask metadata (see Eigure 25). The mixer can select this mode for an individual audio object to
indicate that consistent reproduction of timbre is more important than consistent reproduction of
the object’s position. When this mode is enabled, the object renderer does not perform phantom
panning to locate the desired sound image. Rather, it renders the object entirely from the single
loudspeaker nearest to the intended object location.

Reproduction from a single loudspeaker creates a pin-point (very discrete) and timbrally neutral
source that can be used to highlight key effects in the mix, particularly more diffuse elements
such as those being rendered utilizing the Channel-based elements.
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A common use case for the snap-to-speaker parameter is for music elements, e.g., to extend
the orchestra beyond the screen. When re-rendered to sparser speaker configurations (e.g.,
legacy 5.1 or 7.1), these elements will be automatically snapped to left/right screen channels.
Another use of the snap metadata is to create “virtual channels”, for instance to re-position the
outputs of legacy multichannel reverberation plug-ins in 3D.

9.1.6. Overview of Personalized Program Metadata

Object-based Audio metadata defines how audio objects are reproduced in a sound field, and
an additional layer of metadata defines the personalization aspects of the audio program. This
personalization metadata serves two purposes: to define a set of unique audio “presentations”
from which a consumer can select, and to define dependencies (i.e., constraints, e.g., maximum
gain for music) between the audio elements that make up the individual presentations to ensure
that personalization always sounds optimal.

9.1.6.1. Presentation Metadata

Producers and sound mixers can define multiple audio presentations for a program to allow
users to switch easily between several optimally pre-defined audio configurations. For example,
at a sports event, a sound mixer could define a default sound mix for general audiences, biased
sound mixes for supporters of each team that emphasize their crowd and favorite
commentators, and a commentator-free mix. The defined presentations will be dependent on
the content genre (e.g. sports, drama, etc.), and will differ from sport to sport. Presentation
metadata defines the details that create these different sound experiences.

An audio presentation specifies which object elements/groups should be active along with the
position and their absolute volume level. Defining a default audio presentation ensures that
audio is always output for a given program. Presentation metadata can also provide conditional
rendering instructions that specify different audio object placement/volume for different speaker
configurations. For example, a dialogue object’s playback gain may be specified at a higher
level when reproduced on a mobile device as opposed to an AVR.

Each object or audio bed may be assigned a category such as dialogue or music & effects. This
category information can be utilized later either by the production chain to perform further
processing or used by the playback device to enable specific behavior. For example,
categorizing an object as dialogue would allow the playback device to manipulate the level of
the dialogue object with respect to the ambience.
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Presentation metadata can also identify the program itself along with other aspects of the
program (e.g., which sports genre or which teams are playing) that could be used to
automatically recall personalization details when similar programs are played. For example, if a
consumer personalizes their viewing experience to always pick a radio commentary for a
baseball game, the playback device can remember this genre-based personalization and
always select the radio commentary for subsequent baseball games.

The presentation metadata also contains unique identifiers fo